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Introduction

The Online Voting System utilizing Blockchain offers a user-friendly platform for
casting votes. It allows voters to securely and conveniently submit their votes from
any location using any internet-enabled device.

To ensure the security of votes, this system utilizes blockchain technology,
guaranteeing that votes are stored securely and transparently, resistant to
tampering or alteration.

To verify the legitimacy of voters, a two-step authentication process is
implemented. This includes email verification as the initial step, followed by a
facial recognition system. Only after successful completion of both authentication
steps can a voter proceed to cast their vote.

This two-step authentication mechanism guarantees that votes are cast by
legitimate individuals, thereby ensuring the integrity of the process. It ensures
that votes are accurately cast, securely recorded, and properly counted,
maintaining the integrity of the electoral process.



Motivation

In contrast to traditional in-person voting methods, this online voting
system offers convenience by allowing individuals to vote remotely.

What distinguishes this system is its emphasis on security and
authentication. By storing votes on blockchain, we ensure tamper-proof
records. Moreover, our integration of facial recognition technology verifies
the identity of voters, enhancing the integrity of the process.

By implementing blockchain technology and robust authentication
measures, our online voting system instills confidence in the integrity of
electoral processes. This trust encourages greater voter participation and
ensures that election outcomes accurately reflect the will of the people.



Proposed System
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Methodology - Face Recognition Implementation

Face Recognition

Face Recognition System Workflow

Face Recognition
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% In this step, the program captures images from a video source (presumably a webcam) using
OpenCV.

» It detects faces in each frame using a Haar cascade classifier and saves the detected face

regions as images.

This process continues until a certain number of images per user is collected.

Uses functions like VideoCapture, CascadeClassifier and Imwrite for capturing, face detection,

and image saving.
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Face Recognition

Face Recognition System Workflow

Face Recognition
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Data Loading and Preprocessing

s After data collection, the images are stored in a directory. During preprocessing, the images
are loaded, converted to grayscale, resized to a fixed dimension (100x100 pixels), and
normalized to enhance contrast and make them suitable for training.

s Uses imread, cvtColor, and resize functions for image loading and preprocessing techniques
like resizing and converting to grayscale.
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Face Recognition

Face Recognition System Workflow

Face Recognition
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Data Augmentation

/

< Data augmentation is a technique used to artificially increase the diversity of the
training set by applying various transformations such as rotation, shifting, shearing,
zooming, and flipping to the images.

¢ This helps in improving the model's generalization and robustness.
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Face Recognition

Face Recognition System Workflow

Face Recognition
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Model Training

s In this step, a convolutional neural network (CNN) model is defined. The model consists of
several convolutional layers followed by max-pooling layers for feature extraction, dropout
layers for regularization, and fully connected layers for classification.

s The model is compiled with an optimizer (Adam) and a loss function (sparse categorical
crossentropy) and then trained using the augmented training data.
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Face Recognition

Face Recognition System Workflow

Face Recognition
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Model Prediction

s After training, the model is used to make predictions on the test set. The trained model

takes input images and outputs the predicted class labels.
s The predicted labels are compared with the ground truth labels to evaluate the model's

performance.
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Face Recognition

Face Recognition System Workflow /
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Face Recognition

s This step involves using the trained model for real-time face recognition.

s The program captures video frames, detects faces using the Haar cascade classifier,
preprocesses the detected face regions, and feeds them to the trained model for
prediction.

s If the predicted user ID matches the ID of the registered user, the face is recognized as

belonging to that user. Otherwise, it is classified as unknown.



model = Sequential(

Methodology

Face Recognition Model

Input Image

ConvaD(32, (3, 3), activation="relu’, input_shape=(100, 160, 1)), i
MaxPooling2D((2, 2)),

Conv2D(64, (3, 3), activation='relu'),
MaxPooling2D((2, 2)),

Conv2D(128, (3, 3), activation="relu'),
MaxPooling2D((2, 2)),

Flatten(),

Dropout(@.5),

MarPoolng2D ()

Conv2D (64 filters, 3x3) > ReLU

Dropout (0.5)

Dense (512 units) > ReLU

Dense(512, activation="relu'),

Dropout(0.5),

Dense (num_classes) > Softmax

\
Output Probabilities

Dense(num_classes, activation="'softmax’
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Face Recognition Model

TEUULLIU TEISUMTLUW WAL LNE dppropridie LUimplLier T1dgs.

It‘aodelz "sequential® . | input_size—filter_size+2xpadding
q output_size = { e + 1.
Layer (type) Output Shape Param #
=== = = ==== Conv2D Layers:
conv2d (Conv2D) (None, 98, 98, 32) 320 Trainable Parameters = No. of Filters x (Filter Height x Filter
max_pooling2d (MaxPcoling2 (None, 49, 49, 32) ) Width x (Depth of 1/0 +1))

D) Conv2D_1 = 32 x (3x3x (1+1)) = 320 trainable params.
conv2d_1 (Conv2D) (None, 47, 47, 64) ABADE Conv2D_2 = 64 x (3x3x (32+1)) = 18,496 frqln.qble params.
Conv2D_3 = 128 x (3x3x (64+1)) = 73,856 trainable params.
max_pooling2d_1 (MaxPoolin (None, 23, 23, 64) ]
g20) MaxPooling2D Layers:
conv2d_2 (Conv2D) (None, 21, 21, 128) 73856 MaxPooling2D_1
. _ . MaxPooling2D_2 Max Pooling layers do not learn
:g;spoolngd_z (MaxPoolin (None, 10, 10, 128) 0 MaxPooling2D._3 any parameters during training.
flatten (Flatten) (None, 12800) 0 Flatten Layer:
dropout (Dropout) (None, 12800) ] Flatten layers do not learn any parameters during training.
dense (Dense) (None, 512) 6554112
Dense Layers:
dropout_1 (Dropout) (None, 512) 0 Trainable Parameters: = (Input Units x Output Units) + Output
dense 1 (Dense) (None, 5) 2565 Units

Dense_1 = (12800 x 512) + 512 = 6,554,112 trainable params.
Dense_2 = (512 x 5) + 5 = 2565 trainable params.
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Face Recognition

Dataset Specifications and Results

Dataset
Specifications

With Data
Augmentation

Without Data

Augmentation

e Dataset Path: final_project/backend/datasets
e Total number of images: 2,100 images

e Images for training: 1,680 images (80%)

e Images for testing: 420 images (20%)

e Epochs: 5

e Optimizer: Adam Optimizer

e Loss Function: Sparse Categorical Entropy
* Batch Size: 32

e The Training Accuracy right now is 97%.

» The Testing Accuracy right now is 97.38%
e lossis 0.14

AN

»Epochs: 5

e Optimizer: Adam Optimizer

e Loss Function: Sparse Categorical Entropy
 Batch Size: 32

e The Training Accuracy right now is 96%.

e The Testing Accuracy right now is 96%
®l0ssis0.18

AN
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Face Recognition

Results — Visualizations and Graphs

With Augmentation Without Augmentation
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Face Recognition
Results — Visualizations and Graphs
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Methodology — Blockchain Implementation

Intro to Blockchain

Block Ledger Distribution Transaction Confirmation PoW Result

v Blockchain technology is an advanced database mechanism that allows transparent
information sharing within a business network. A blockchain stores data in blocks that
are linked together in a chain.

v Datais divided into common blocks linked together using cryptographic hashes as
unique IDs.

v Data integrity is ensured via Blockchain, which uses a single source of truth to
eliminate data duplication and increase security.



Methodology

N {n

Blockchain

Chosen to utilize Ethereum, a public blockchain, for its decentralized nature,
ensuring that no single entity holds control over the network.

This decentralization enhances security, promotes censorship resistance, and
ensures transparency within the system.

Although Ethereum's main network, known as mainnet, is the primary
platform, | will be utilizing a test network for our initial transactions and
contract deployments.

The test network, Sepolia, functions similarly to the mainnet but serves as a
sandbox environment for testing purposes.



Methodology

Blockchain — Smart Contract
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What is a Smart Contract?

A smart contract is a self-executing contract with the terms of the agreement directly

written into code.

Once deployed to the blockchain, smart contracts automatically execute when predefined

conditions are met, without the need for intermediaries.

F

Private Key

)
@ SSOLIDITY i

Cowntract Deployjmewt n
Sepolia Test Network.

" (Flask
e droy e

Connect to MetaMask Fetch candidates pata

Contract Deployment Process

Output

contract Address



Methodology

Used in VotingPage
and called when

selected a candidate

and clicked on ‘Vote’.

Blockchain — Smart Contract in Solidity

Used to add/deploy new

Data Structure in Smart addCandidate() Candidates into the Blockchain.
Contract

Candidate- * Adds a new candidate.

e id * Pushes it’s id and

voteCount as 0.

%gg ‘ SOLIDITY &gﬁ s SOLIDITY

e voteCount '

_Used in the Results Page fo
vote() getAllVotesOfCandidates() retrieve the count of votes

* Returns all the per each candidate.
* Checks the ID received

S candidates struct.
and will increment the * This contains Candidate
voteCount.

‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘ id and voteCount.

gg; s SOLIDITY ggg c SOLIDITY

Functions of Smart Contract
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Blockchain — Each Vote Flow
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¢ Candidate 1D is collected. Transaction to Smart Contract. Blockehain.

Vote Workflow into Blockchain



Blockchain - Results

Blockchain — Results

Sending the Transaction to MetaMask after Voting

B¥ MetaMask

Sepolia test network

@ tostoccount © 0xF9636...A5373

DETAILS HEX

A Network is busy. Gas prices are high and
estimates are less accurate.

. & 0.00003953
Estimated fee

0.00003953 SepoliaETH
Max fee: 0.00003953 SepoliaETH

Fee details v

0.00003953

0.00003953 SepoliaETH
Amount + gas fee Max amount: 0.00003953 SepoliaETH

< Reject >

Total




Blockchain - Results

Blockchain — Results

The Transaction is confirmed

s . test acco... @;

Ox7Pf7A...63c37 @Y

3.8432 SepoliaETH

Buy & Se Send Swap Bridge Portfolio
Tokens NFTs Activity
Mar 16, 2024
1:15 Vote -0 SepoliaETH
Confirmed -0 SepoliaETH
Mar 13, 2024
1'_:15 Vote -O SepoliaETH

Confirmed -0 SepoliaETH

A A A oA



Blockchain - Results

Blockchain — Results

The Block created in Sepolia Test Network for the transaction data.

A (PDF)ENHANCED L.. @ Trailhead | The fun... @ WhatsApp @ Remix - Ethereum IDE () Sign in to GitHub -... == Shivani Kolanu @ shivanikolanu.githu... [E] Free stock photos -... »

Sepolia Testnet Search by Address / Txn Hash / Block / Token

[ This is a Sepolia Testnet transaction only |

(® Transaction Hash: 0xa509e502570Tauch N oA TRADT Cocoae. 055 7T 00T k22 o3
® Status: @ Success

® Block: 5500340 2 Block Confirmations

® Timestamp: © 43 secs ago (Mar-16-2024 09:48:36 PM +UTC)

% Transaction Action: Call Vote Function by 0x79f7Aa0F...449B63c37 on [=] 0xF96361E4...D245A5373
® From: CRTvr/n=0mapsoL ¢ a0 LT A Lo n ST

®To: OXFYO30 1E4/ 7t~ 0330, . Loovnelt weal 5373 0 @

® Value: ¢ 0ETH (80.00)

(® Transaction Fee: 0.000019531076032776 ETH ($0.00)

@ Gas Price: 0.671794312 Gwei (0.000000000671794312 ETH)

3 All Bookmarks
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Ul — Technical Implementation Overview
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Activity Diagram for the Ul Flow
o

Login if already a user Oniline Voung:IS: ystem using Blockchain Register if not a user

Register

Attempt to register

Verify your email

verifying email and signing up
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Logout
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Backend — Technical Implementation Overview

F 1 1S k PostgreSQL

web development, '
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Backend — E-R Diagram of the Database

©
<& public

[ tbl_student_data

L OJ
<> public

= tbl_elections_details

student_data_id integer

first_name character varyin

elections_details_id integer —— g(45)
elections_title character var Iastgname character varyin
ying(1000) g(45)

dob character varying(45)
email character varying(45) 7

program character varying

elections_start_time charac
ter varying(45)

o o

elections_end_time charact
er varying(45)

m m m mEm m o

(45)
Ej info character varying(500) degree character varying(4
g elections_date character va 5)
rying(200) college character varying(4
5)
eligible_to_vote boolean
L O~

<> public

= tbl_candidates_data
L O ©

candidate_id integer i . ©
Ij candidate_email character < public < public <& public
varying(45) £5 tbl_face_register £5 tbl_register £ tbl_voted_status
[ candidate_age integer face_register_id integer register_id integer voted_status_id integer
/j@ elections_details_id integer =e— ‘//:}“ email character varying(45) >e— ‘//f email character varying(45) >e— ZD email character varying(45) Se—
&} rurming_to_be character va ] face_register_status boole f] password character varying f] voted boolean
rying(100) an (400) -
[ manifesto text
Ij candidate_name character

varying(100)



Demo of the Project




Conclusion

* Online voting system leveraging blockchain technology revolutionize
the electoral process, offering convenient and accessible voting
options for citizens from any location with internet access.

* The integration of blockchain ensures security and transparency,
safeguarding the integrity of the voting process by providing tamper-
proof storage of votes.

* Robust authentication mechanisms, such as two-step verification and
face recognition, enhance the system's ability to verify voter
identities, fostering trust and confidence in the electoral process.

e Continuous innovation and adaptation to technological
advancements are essential for the ongoing improvement and
relevance of online voting systems in modern democratic societies.



Thank Youl



